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High Definition Metrology-Based
Quality Improvement of Surface
Texture in Face Milling of
Workpieces With Discontinuous
Surfaces
In face milling process, the quality of surface texture is vital for mechanical performance of
workpieces. The quality of surface texture, especially for waviness, is directly affected by
tool marks, a commonly observed phenomenon in face milling. However, appropriate
approaches for evaluation and modeling of tool marks are absent to date. Limited to the
resolution as well as the efficiency of conventional measurement instruments, the height
data of tool marks is hard to be entirely obtained, leading to valuable information omission.
Besides, most existing models of tool marks are established for general workpieces with
regular geometry and continuous surfaces. Since the cutter-workpiece engagement mode
has a significant impact on the generation of tool marks, current models could be inaccurate
or invalid when dealing with workpieces with discontinuous surfaces. To overcome this
shortage, a novel approach is proposed in this research, aimed at quality improvement
of surface texture in face milling of workpieces with discontinuous surfaces. First, the eval-
uation indexes for tool marks are defined based on the recently developed high definition
metrology (HDM). Second, the physical modeling of tool marks is presented, taking the
face milling mechanism into account. Third, the physical-informed optimization model is
developed to search for the optimal processing parameters for surface quality improvement.
At last, the effectiveness of the proposed approach is verified by a face milling experiment on
the engine blocks. [DOI: 10.1115/1.4051883]

Keywords: surface texture, quality improvement, high definition metrology, discontinuous
surfaces, face milling, processing parameters, machining processes

1 Introduction
Surface texture, also termed as surface finish or surface topogra-

phy, is the micro characteristic of a machined surface, comprising
micro local deviations of the machined surface from the ideal flat
plane [1–3]. Surface texture directly affects the mechanical proper-
ties of workpieces, such as contact stiffness [4], fatigue strength [5],
vibration resistance [6], and sealing performance [7]. In different
observation scales, the quality of surface texture can be evaluated
by surface roughness and waviness, respectively [8–10].
Considerable efforts have been made to study the generation and

evaluation of surface texture in various machining conditions. With
reference to machining processes with defined tool geometry, Villa
et al. established a mathematical model to describe the machined
surface profile as an ordered sequence of tool marks [11].
Based on this model, the pattern identification procedure was devel-
oped to find out appropriate reference points on the profile [12].
Hadad and Ramezani studied the geometry of the cutting tool and

subsequently established a simulation model for surface texture
pattern generated in the face milling process [13]. In order to
study the surface topography generation in a single-pass surface
grinding process, Salisbury et al. [14] proposed a geometric-
kinematic model. Furthermore, they developed a wheel surface
model to be integrated with a surface grinding process model for
the surface texture simulation and evaluation [15]. Baek et al.
[16] proposed a physical model to analyze the effects of the insert
runout errors and the variation of the feed rate on the surface
texture in a face milling operation. In consideration of the effects
of varying dynamics, Kiss et al. [17] proposed a finite element
method-based model to present surface error calculations and stabi-
lity conditions for milling operations in case of flexible workpieces.
Shen et al. [18] established a neural network prediction model for
the dynamic performance of the machine tool joint surface, and
the influence of surface texture on the dynamic performance of
joint surface was investigated. Batsch [19] developed a mathemat-
ical model of the honing process for helical gears with external
teeth, aimed at obtaining the honing tool profile for machining
gears with profile modifications. Most of the published research
works have been verified by experimental cases based on traditional
measurement equipment, such as the coordinate measurement
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machine (CMM). However, limited to the sampling density of
CMM, some valuable information of the surface texture would be
inevitably missed.
In recent years, a laser holographic interferometry based non-

contact measurement technology, called high definition metrology
(HDM), has been increasingly concerned about by scholars
[20–22]. Comparing with CMM, the major advantage of HDM
lies in efficiency as well as sampling density [23,24]. A three-
dimensional (3D) height map of an entire surface with relatively
large area and complex geometry, consisting of millions of data
points, can be generated within seconds by utilizing HDM [25].
When dealing with surface texture measurement, HDM is much
more effective and efficient than conventional measurement
methods. More profound and valuable information about the
machining process could be revealed by reasonable analysis based
on the high-resolution point cloud data provided by HDM, which
is vital for surface quality control and improvement. Therefore, in
this research, the HDM technology is utilized for surface texture
measurement and characteristic evaluation due to its advanced mea-
surement precision and speed over the conventional metrologies.
As one of the main components of surface texture, the periodic

tool marks are commonly observed during milling and honing pro-
cesses, containing huge information about the manufacturing pro-
cesses to be mined. As for face milling process, tool marks are
synthetically induced by the engagement mode of workpieces and
cutting inserts, the tool conditions (including tool wear and insert
runout), and the relative vibration of the tool and the workpiece.
In practical face milling process within the computer numerical
control (CNC) machine, the spindle can be slightly tilted with a
small inclination (generally amounting to between 0.1 mm and
0.3 mm over a length of 1000 mm) in the direction of the feed,
leading to imperfect parallelism between the disc milling cutter
and the workpiece surface. The spindle tilt avoids the back-cutting
effect and consequently reducing additional flank wear of the
inserts, which is helpful for tool life prolonging. The dynamic per-
formance of machining system is also affected by spindle status
[26,27], which means it is necessary to take into account the
chatter stability when dealing with cases of spindle tilt. Meanwhile,
the engagement mode of workpiece and cutting tool is changed due
to spindle tilt, resulting in surface texture with different tool marks.
For quality evaluation and improvement of a face milled surface,
HDM is indispensable for measuring the characteristics of tool
marks. According to different inclinations adopted by the spindle
in the face milling process, three typical kinds of surface texture

with tool marks will remain on the machined surface of the work-
piece, as shown in Fig. 1.
The advantages and disadvantages of these three kinds of spindle

inclination are given by Table 1. Limited to the research scope, this
research is mainly focused on the surface texture with unidirec-
tional tool marks induced by positive inclination of spindle in
face milling processes. Of note is that the concave form of the
machined surface is induced by not only the spindle tilt, but also
the cutting forces, fixturing, and several other factors. Herein,
since the adopted inclination is quite slight, the spindle tilt is not
the major contributing factor. Besides, the influence of form accu-
racy on surface quality evaluation can be basically removed by
proper filtering processing.
The characteristics of surface texture, especially the waviness of

the machined surface, will be significantly affected by the topogra-
phy of tool marks, which is vital for the service performance of the
workpiece. Based on HDM data, Yin et al. [28] proposed an
improved approach to avoid over-segmentation when facing seg-
mentation of surfaces with tool marks. The successfully partitioned
subsurfaces with tool marks would make great contribution to the
accurate prediction of sealing performance. By using the 3D
surface topography measured by HDM as an indicator, Shao et al.
[29] developed a model to monitor the leakage in static sealing
interface. Aimed at surface variation modeling by utilizing both
high resolution data from HDM and low resolution data from
CMM, Ren and Wang [30] proposed a transfer learning framework
for fusing multiresolution spatially nonstationary data. These
researches reviewed above could provide reasonable prediction
and monitoring models based on HDM measured surface texture,
yet physical modeling aimed at the evaluation and generation of
surface texture consisting of tool marks for workpieces with discon-
tinuous surfaces are still relatively rare.
Workpiece geometry has been increasingly complex with the

rapid development of manufacturing industry [31]. For example,
the four-cylinder engine block is a typical workpiece with discon-
tinuous surfaces, as depicted in Fig. 2. Four-cylinder bores and mul-
tiple minor holes are distributed on the top surface of the engine
block, aggravating the complexity of workpiece geometry, and con-
sequently leading to discontinuous cutter-workpiece engagement.
Since the surface texture with tool marks is significantly affected
by the vibration characteristics of the machining system, which is
dependent on the cutter-workpiece engagement mode [32–34], it
is necessary to take the face milling mechanism into consideration
for more effective optimization of processing parameters.

Fig. 1 Typical surface texture with different kinds of tool marks: (a) unidirectional tool marks caused by positive inclination of
spindle, (b) crisscross tool marks without spindle inclination, and (c) unidirectional tool marks caused by negative inclination
of spindle
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Consideringworkpiece geometry aswell as some crucial factors of
face milling mechanism, the HDM-based methodologies for
addressing related problems have been further studied by scholars
in recent years. Wang et al. [35] developed a framework for efficient
monitoring of spatial variation in HDM data using principal curves
and quality control charts. Based on the sequential strategy for
global and localized monitoring of shape variations in HDM data,
Suriano et al. [36] proposed an improved framework for HDM
data collected from an automotive engine head machining process,
resulting in good effectiveness for localizing the defective regions
on the out-of-control parts. By altering the tool feed rate to match
the axial force on the cutter with the local compliance of the work-
piece, Tai et al. [37] proposed a feed rate optimization method for
improvement of surface flatness in facemilling based onHDM.Con-
sidering workpiece geometry and processing parameters, Zhou et al.
[38] developed a functional morphing method by using the surface
HDM data before the face milling process and the process variables
to predict the surface quality afterward in multistage manufacturing.
Nguyen et al. [39] proposed a physical model to monitor the
spindle setup tilt and deflection using surface data measured by
HDM. Over reliance on data-driven or statistical methods might
show limitations when facing cases with more complex physical
processes. However, according to the review of the state-of-the-art,
the existing physical models are not comprehensive enough to
reflect the real physical process during face milling. Furthermore,
the utilization of HDM data mainly focuses on flatness, whereas
the waviness information is seldom mined due to the lack of effec-
tive evaluation of the waviness characteristics (especially for tool
marks). The common waviness parameters defined by the Interna-
tional Organization for Standardization (ISO) are hard to be con-
nected with processing parameters through physical modeling,
because ISO parameters are general evaluation indexes for
various surface textures, disregarding the specific morphological
features of tool marks. This research is greatly motivated by
these limitations, since waviness is a major component of
surface texture and thus quite important for surface quality
improvement.
In summary, surface texture with tool marks has not been evalu-

ated appropriately by using HDM data, bringing a unique challenge
to physical modeling for tool marks of workpieces with

discontinuous surfaces in face milling. To overcome this challenge,
a novel and detailedHDM-based approach for surface texture quality
improvement is proposed. First, the evaluation indexes for tool
marks are defined based on HDMdata preprocessing, which are pro-
posed to replace the ISO waviness parameters for surface texture
quality prediction by physical modeling. Second, the physical mod-
eling of tool marks is presented. The effects of insert runout, tool
wear, and chatter stability on surface texture generation are compre-
hensively considered in this physical model. Third, the
physical-informed optimization model is developed, and then
solved by the nondominated sorting genetic algorithm-II
(NSGA-II) [40], so as to find out the optimal processing parameters
for surface quality improvement. At last, in order to verify the effec-
tiveness of the proposed approach, an experimental case study is con-
ducted on the four-cylinder engine blocks. The major contribution of
this research lies in revealing physical mapping relationship between
face milling mechanism (directly depended on processing parame-
ters and workpiece geometry) and the evaluation indexes of
surface texture with tool marks, with comprehensive consideration
of spindle tilt, runout, tool wear and chatter stability, which has not
been effectively studied according to the literature review.
The remainder of this research is organized as follows. Section 2

exhibits the specific procedures of the proposed approach, including
HDM data preprocessing, physical modeling and physics-informed
optimization modeling. In Sec. 3, the effectiveness of the proposed
approach is demonstrated by a case study on the face milling
process of a typical workpiece with discontinuous surfaces, and
the experimental results are discussed and analyzed in detail.
Section 4 is devoted to the conclusion from this research.

2 The Proposed Approach
The framework of the proposed approach is shown in Fig. 3, and

the main steps of this approach are demonstrated as follows.

Step 1: The raw data measured by HDM is preprocessed by
outlier removal and filtering. And the tool marks can be
extracted from the filtered point cloud of surface texture. In
order to evaluate the characteristics of tool marks, three eval-
uation indexes are defined.

Table 1 Advantages and disadvantages of three kinds of spindle inclination

Inclination Positive Zero Negative

Advantages (1) No back-cutting and longer tool life
(2) Relatively simple and regular texture pattern

(1) Better flatness of the machined surface
(2) Easier to be applied for conventional machine

(1) Relatively simple and
regular texture pattern

Disadvantages (1) Spindle tilt induced slightly concave form (1) Back-cutting induced additional tool wear
(2) Hard to control the texture pattern

(1) Severe tool wear
(2) Poor surface quality

Fig. 2 Top view of a four-cylinder engine block
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Step 2: Taking the face milling process of a typical workpiece
with discontinuous surface as an instance, the physical
model of surface texture with tool marks is developed. The
tool-edge path generation is studied, which is the main com-
ponent of surface texture with tool marks. Furthermore, con-
sidering the discontinuous cutter-workpiece engagement
mode, the effects of tool conditions and chatter stability on
surface texture are also analyzed, respectively. As a result,
the evaluation indexes are determined based on the physical
model.

Step 3: The physical-informed optimization model is built, aimed
at quality improvement of surface texture. The variables are
the common processing parameters utilized in face milling.
The objective is to concurrently optimize the evaluation
indexes of tool marks, so as to minimize the waviness of the
face milled surface. The main constraints are cutting stability
and practical operation feasibility. Since the mathematical
relationships between processing parameters and the

evaluation indexes are quite complex, this problem is a multi-
objective and nonlinear programming. As a sophisticated
algorithm for multi-objective optimization [41,42], the
NSGA-II is used to solve this optimization model. And the
optimized processing parameters are applied in real experi-
ments to verify the effectiveness of the proposed approach.

2.1 HDM Data Preprocessing

2.1.1 Outlier Removal and Filtering. In practical engineering,
the raw data measured by HDMmay contain some redundant infor-
mation such as outliers and low-pass components. Generally, the
outliers can be divided into two types (see Fig. 4). Type A: the iso-
lated and invaginated points on the measured surface, which could
be induced by the ambient light interference or the reflective prop-
erties of the measured surface. Type B: the extremely protruding
points, which are obviously higher than the nominal height of the
surface, and usually generated by dust or carbon deposition on
the measured surface. Both the two types of outliers are disadvanta-
geous to characteristic extraction and analysis. Besides, the HDM
data consists of form (low-pass) and surface texture (high-pass).
Nevertheless, the form error is not the focus of this research, and
the surface texture could be obtained by appropriate decomposition
of HDM-based point cloud data. Therefore, outlier removal and fil-
tering are both necessary.
For a specific workpiece, the nominal distance from the measured

surface to the datum plane is known, and the difference between the
measured value and the nominal height can be obtained. By setting
a tolerance of the maximum difference as the threshold, the outliers
could be recognized. In other words, if the Z-axis coordinate value
of a data point P is larger than the threshold, the point P is regarded
as an outlier. More details about threshold setting for outlier
removal could refer to literature [23].
After the outlier removal, the HDM data could be decomposed

into form and surface texture according to the frequency coeffi-
cients. As recommended in the ISO 16610-21 [43], the areal Gauss-
ian filter is the current standard filtering technique for 3D surface.
However, when applied to discontinuous surfaces, areal Gaussian
filter might cause fatal edge distortions in the filtered results,
which would reduce data accuracy. In order to eliminate the edge
effect, an extended tetrolet transform method proposed by literature
[25] is utilized for filtering in this research.

2.1.2 Tool Marks Extraction. In the face milling process with a
multi-insert disc milling cutter, the tool-edge rotates around the cen-
terline of the spindle, and the cutter head moves along the feed
direction. Therefore, the general shape of a single tool mark is
cycloidal. Taking the face milled top surface of an engine block
as an instance, the cycloidal tool marks are exhibited in Fig. 5.

Fig. 3 Framework of the proposed approach

Fig. 4 Outliers in raw HDM data
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Since the direction of the tool-edge path continuously varies with
processing time, the shape features of tool marks measured in differ-
ent regions are inconsistent. For example, along the feed direction,
the interval between two adjacent tool marks of the outer region is
evidently larger than that of the inner region. In general, shape fea-
tures perpendicular to the feed direction can best reflect the charac-
teristics of the tool marks [44]. Therefore, it is necessary for tool
marks extraction to transform the cycloidal tool marks into straigh-
tened ones, which are always perpendicular to the feed direction.
The straightening transformation is applied to the original cycloi-

dal tool marks, which is suitable for the face milling cases without
back-cutting. As shown in Fig. 6, arc ÂC represents a cycloidal tool
mark produced by the tool-edge path of a single insert within one
revolution. The disc milling cutter is feeding along the X-axis at
the rate of f, and the spindle speed is Ω. Denoting the radius of
the disc milling cutter as R, the initial coordinates of the cutter
center as [xO, yO], and the machining time when the insert arriving
at an arbitrary point B on arc ÂC as tB respectively, the coordinates
of point B are given by

xB = xO + R sin ΩtB + ftB
yB = R sin ΩtB

{
(1)

By straightening transformation, the coordinates of point B′ on
the corresponding straightened tool mark can be formulated by

xB′ = xC = xO + R + f
π

2Ω

yB′ = − ∫
tB
π/2Ω

���������������������
dxB
dt

( )2

+
dyB
dt

( )2
√

dt

⎧⎪⎪⎨⎪⎪⎩ (2)

As depicted in Fig. 7, the cycloidal tool marks have been trans-
formed into the straightened ones. The shape features measured
for tool marks of the inner region are consistent with those of the
outer region, which has significantly enabled the characteristic
extraction of tool marks.

2.1.3 Evaluation Indexes Definition. According to the latest
ISO standard [45], a series of areal surface texture parameters
have been explicitly defined and widely adopted by the industry,
such as height parameters (Sq, Sp, Sv, Sz, Sa), shape parameters
(Ssk, Sku), and spatial parameters (Sal, Str), etc. Nevertheless, these
ISO parameters are general evaluation indexes for areal surface
texture, and all of them are data-driven and result-oriented. The
physical relationship between indexes and machining process is
hard to be clarified, which means there is a lack of linkage
between the processing mechanism and surface texture, especially
for tool marks induced by face milling.
In order to quantitatively describe the characteristics of the

surface texture with tool marks based on the physical model pro-
posed in this research, three types of morphological evaluation
indexes are defined. As shown in Fig. 8, the evaluation indexes
consist of the average peak-valley difference hd, the wavelength
spacing sλ, and the height fluctuation hf. The nominal peaks are
marked by solid lines while the nominal valleys are marked by
dotted lines. Note that even though the HDM data has been effec-
tively cleaned up by outlier removal, filtering and tool marks extrac-
tion, the morphology of surface texture with tool marks might still
not be an approximate sine wave. Instead, a concave phenomenon
might occur and the lowest height of the peak of a single tool
mark is termed as the concaved peak, which is marked by dashed
lines in Fig. 8. The reasons could lie in two aspects. On the one
hand, along the X-axis, the amplitudes of each tool mark would
be different owing to tool wear and insert runout. On the other
hand, along the Y-axis, the height of a single tool mark is noncon-
stant, which is commonly induced by spindle tilt. Different from the
form error, there is no need for height fluctuation to be eliminated
by filtering, because it contains the micro characteristics of
surface texture and it should remain.
Considering a set of consecutive adjacent tool marks in the sam-

pling area, numbered in sequence as {1, 2,…, s }, the average peak-
valley difference is defined by the mean of height differences
between the nominal peak and its corresponding nominal valley
for every single tool mark, and thus it can be formulated by

hd =
1
s

∑s

i=1

(max {zi} −min{zi}) (3)

where zi is the set of Z-axis coordinates of the data points on the ith
tool mark. Basically, the average peak-valley difference hd has the
most significant impact on surface waviness, which is recom-
mended to be kept as low as possible for surface quality
improvement.

Fig. 5 Original cycloidal tool marks on the face milled top surface of an engine block

Fig. 6 Straightening transformation for face milling induced
tool marks
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After the straightening transformation, all the tool marks are per-
pendicular to the feed direction (X-axis), and the abscissas of the
peaks of tool marks can be denoted by {x1, x2,…, xs}, respectively.
Since the sampled tool marks are equidistant from each other, the
wavelength spacing sλ is a constant. To reduce the influence of mea-
surement error, sλ is obtained by averaging the tool mark intervals
as

sλ =
1

s − 1

∑s−1
i=1

(xi+1 − xi) (4)

The wavelength spacing sλ greatly affects the selection of cutoff
wavelength λf, which is utilized for distinguishing the waviness
components from the form components [46]. For the accurate eval-
uation of waviness, the difference between sλ and λf, i.e., the value
of λf− sλ, should be kept as large as possible. In this research, λf is
set to 0.8 mm, as one of the recommended values of λf according to
the ISO standard [47].
As for the third evaluation index hf, it reflects the height fluctua-

tion of a single straightened tool mark, regardless of the form error
of the machined surface. For the sampled area, the height fluctuation
is defined by the mean of height differences between the nominal
peak and its corresponding concaved peak for every single tool
mark, and thus it can be formulated by

hf =
1
s

∑s

i=1

(max {zi|x = xi} −min{zi|x = xi}) (5)

where {zi|x= xi} denotes the set of Z-axis coordinates of the data
points on the peak of the ith tool mark. The larger hf is, the worse
the quality of surface texture will be.

2.2 Physical Modeling. The machined surface texture is
directly correlated with material removal during the face milling
process, and strongly influenced by multiple contributing factors
such as tool conditions, dynamic characteristics, and processing
parameters. Therefore, a comprehensive physical model of face
milling process is needed for establishing the mapping relationship
between quality evaluation indexes and the most concerned contrib-
uting factors. In this research, the physical model is established with
consideration of spindle tilt, runout, tool wear, and chatter stability.
The general schematic diagram for face milling process is shown

in Fig. 9. Practically, the whole face milling process often contains
rough and precise operations. The material removal might also be
achieved by several passes, including na times of axially parallel
passes and nr times of radially parallel passes. The cumulative
radial cutting depth Sae equals to nr times the actual radial cutting
depth ae. Similarly, the cumulative axial cutting depth Sap can be
calculated by Sap= naap.When a large disc milling cutter is utilized,
only one radial pass will be enough for radial material removal, i.e.,
nr= 1 and thus Sae= ae. Besides, there could be a bias from the geo-
metric central line (GCL) of the disc milling cutter to the GCL of the
workpiece, denoted by Δe, which is unfavorable for mathematical
deduction. Hence, the proposed physical model is focused on a
single pass of the disc milling cutter with a tool path coinciding

Fig. 7 Straightened tool marks on the face milled top surface of an engine block

Fig. 8 Evaluation indexes for surface texture with tool marks Fig. 9 General schematic diagram for face milling process
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with the GCL of the workpiece. In other words, na is set to 1 while
Δe is set to 0 in this research for mathematical convenience.

2.2.1 Tool-Edge Path Generation. The tool-edge path is one of
the main components of tool marks, especially for the cases utiliz-
ing a large disc milling cutter and a tilted spindle. As shown in
Fig. 10, the cutter head is mounted on a spindle having a small incli-
nation ϕ0 in the feed direction, which makes the bottom plane
of the cutter head and the workpiece surface nonparallel. The
actual lead angle of the cutting insert ϕa is also affected by the
spindle tilt.
The top view of the setup of a general face milling case is exhib-

ited by Fig. 11. The insert-workpiece engagement point counter-
clockwise rotates around the center of the disc milling cutter at
the speed of Ω, which is feeding along the X-axis direction at the
rate of f. There are N serial numbered inserts mounted on the
cutter head in total. By starting timing from the actual contact
between the inserts and the workpiece, for a given cutting duration
tc, the tool-edge path generated by the first engaged insert can be
formulated as

x1 = ftc + RI cos (θ + Ωtc)
y1 = RI sin (θ + Ωtc)

{
(6)

where RI is the corrected radius of the circle formed by the contact
point between tool insert and workpiece, and θ represents the angle
between the feed direction and the line from the first engaged insert
to the center of the cutter head.
Note that RI is different from the radius of the cutter head R due to

the spindle tilt, which can be approximately formulated as

RI =
1 + cosϕ0

2
R (7)

Assuming that all the inserts are evenly distributed on the circum-
ference of the cutter head, the angle difference κ between insert i and
insert (i+ 1) (for i= 1, 2,…, N− 1) can be formulated as

κ =
2π
N

(8)

According to the spatial distribution of the inserts, the tool-edge
path generated by an arbitrary insert i can be obtained by

xi = ftc + RI cos (θ − (i − 1)κ +Ωtc)
yi = RI sin (θ − (i − 1)κ + Ωtc)

{
(9)

2.2.2 Effect of Tool Conditions. As one of the most important
tool conditions, cutter runout usually occurs in many machining
processes involving rotary cutting tools such as milling, honing,
and grinding [48,49]. For face milling in particular, insert runout
is a common phenomenon when using a disc milling cutter with
multi-inserts. Without the insert runout, all the insert-workpiece
engagement points can be deemed equidistant from the nominal
axis of the spindle, which means all the inserts participate equally
in face milling. However, once the insert runout occurs, the actual
material removal process will be more complicated due to the
varying radii of insert-workpiece engagement points.
In practical face milling process, inserts with wiper edges have

been widely utilized to obtain machined surfaces with better flatness
[50,51]. For example, a typical square insert with four symmetric
wiper edges is shown in Fig. 12. The thickness of the insert is lT,
and there are four general cutting edges with a length of lG as
well as four wiper edges with a length of lW. The intersection
angle between the adjacent general cutting edge and the wiper
edge is denoted by α. Assuming that the feed per insert is fz at a
constant feed rate of f, the thickness of undeformed chip is a func-
tion of the lead angle ϕ and the feed per insert fz. Moreover, the
actual lead angle of the insert mounted on the cutter head can be

Fig. 10 Face milling with a large cutter head and a tilted spindle

Fig. 11 Top view of a general face milling case
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obtained by ϕa=ϕ+ϕ0 in case of the spindle is slightly tilted with
an inclination of ϕ0. Therefore, the thickness of undeformed chip
can be formulated as

tuc = fz cosϕa (10)

As depicted in Fig. 13, the radial, axial, and rotational runouts of
insert i are denoted by ɛri, ɛai, and βi, respectively, for i= 1, 2,…, N.
All of these insert runouts contribute to the deviation of chip
removal, leading to imperfections of the surface texture. To
further investigate the effect of insert runout on surface quality,
the radial and axial runouts are visualized as the state of insert-
workpiece engagement points rotating around a biased axis,
which is slightly different from the original spindle axis. Mean-
while, the rotational runout error of insert can be accumulated to
the spindle tilt, directly affecting the actual leading angle as well
as the thickness of undeformed chip. Therefore, considering the
spindle tilt, the effect of insert runouts on chip removal can be
expressed as

a′p i = ap + εai
t′uc i = (fz − εri) cos (ϕ + ϕ0 + βi)

{
(11)

where the subscript i is the serial number of inserts, while a′p and t
′
uc

correspond to the actual axial cutting depth and thickness of unde-
formed chip, respectively.
Since the surface texture is also strongly affected by tool wear

[52,53], the features of undeformed chips are studied in this
research, considering two typical types of tool wear including
local chipping and flank wear. As shown in Figs. 14(a) and
14(b), a general undeformed chip i is defined by the interfaces
between itself and two consecutive inserts numbered by insert i
and insert i− 1 respectively. Parallel to the feed direction
(X-axis), section B-B is assumed to be passed through by the
GCL of the workpiece. Figure 14(c) exhibits section B-B of chip
i and the included angle between the wiper edge and the ideal hor-
izontal, denoted by γi. Besides, Fig. 14(d ) shows the effect of tool
wear on chip removal, which is responsible for the decrease of the
effective cutting area for insert i.

Due to the angle between wiper edge and ideal horizontal, the
actual axial cutting depth as well as the area of the section A-A is
no longer constant, and evidently varies with the distance
between section A-A and section B-B denoted by L. As illustrated
in Fig. 15, when getting closer to the GCL of the cutter head, the
actual axial cutting depth increases nonuniformly.
Denoting the intersection of chip edge trace and the GCL of

cutter head along feed direction by B0, as for an arbitrary reference
point A0 on the trace, the variation of the axial cutting depth is
derived as

Δap(L0) = RI −
���������
R2
I − L20

√( )
tan γi (12)

where L0 is the projection distance from A0 to the GCL of cutter
head, ranging from 0 to ae/2.
Consequently, the actual axial cutting depth of A0 can be given by

ap(L0) = a′p i − RI −
���������
R2
I − L20

√( )
tan γi (13)

where γi is jointly determined by spindle tilt, rotational insert
runout, and insert geometry, formulated as γi = ϕ0 + βi + α+
ϕ − π/2.
To obtain the quantitative description of the effect of tool wear on

chip removal, the geometry features of the effective cutting area for
insert i are studied considering typical tool wear (see Fig. 16). By
establishing a local coordinate system in section B-B of chip i,
the maximum height wear of the wiper edge can be defined by

Hi =max{zi,bi} (14)

where the subscript bi= 1, 2, …, Bi is the serial number of local
chipping on the wiper edge of insert i, and zi,bi is the corresponding
ordinate value (Z-axis) with respect to the local coordinate system.
Furthermore, the general height wear of the wiper edge hi is a

concern as well, since it provokes a direct decrease in the axial
cutting depth. The steps to obtain hi can be found in Appendix A.

2.2.3 Effect of Chatter Stability. Once the chatter occurs
during the face milling process, the tool marks will be abnormally
obvious, and the corresponding surface texture quality will be tre-
mendously damaged and thus unacceptable. Therefore, chatter sta-
bility is needed to be considered to avoid the appearance of chatter
as far as possible. Chatter stability can be studied based on the
dynamics model of the cutter-workpiece system. As a widely
adopted assumption for chatter related studies [54–56], the face
milling system can be simplified to a two-degree-of-freedom
(2-DOF) vibration system for the convenience of dynamics
modeling.
The chatter stability is dependent on the dynamic response of the

vibration system, which is commonly expressed by the frequency
response function (FRF). For the 2-DOF vibration system, the

Fig. 12 The square insert with wiper edges and corresponding undeformed chip

Fig. 13 Insert runout errors: (a) axial and radial runout errors
and (b) rotational runout error
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FRF at the chatter frequency ωc can be expressed in the matrix form
as

[G(iωc)] =
Gxx(iωc) Gxy(iωc)
Gyx(iωc) Gyy(iωc)

[ ]
(15)

where i denotes the unit of imaginary number. Note that the chatter
frequencies could be multi-order and distributed in principle around

the dominant modes of the vibration system, which could be
obtained by simulations or vibration tests.
Taking the regenerative effect into consideration, at an arbitrary

moment t during the machining process, the regeneration displace-
ment vector is denoted by {Δ(t)}. Given the directional coefficient
matrix α as a time-independent function of the radial immersion
angle of the milling cutter, the dynamic cutting force model for
the face milling process can be formulated as

{F(t)} =
Neap
4π

Ktα{Δ(t)} (16)

where Ne is the number of inserts engaged with the workpiece,
while Kt is the tangential cutting coefficient of the exponential
instantaneous cutting force model [57].
However, the accuracy of the dynamics model is directly affected

by the radial cutting depth ae as well as the axial cutting depth ap.
For workpieces with discontinuous surfaces in particular, the actual
radial cutting depth varies with the cutting distance Lc, which is

Fig. 14 The undeformed chip considering spindle tilt: (a) top view of chip i, (b) section A-A of
chip i, (c) section B-B of chip i without tool wear, and (d ) section B-B of chip i with different
types of tool wear

Fig. 15 Variation of axial cutting depth induced by the angle
between wiper edge and ideal horizontal
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determined by the cutting duration tc and the feed rate f. Besides, the
actual axial cutting depth also keeps changing during the face
milling process, due to the effects of spindle tilt, insert runout,
and tool wear as previously mentioned.
As illustrated in Fig. 17, the top surface of a typical workpiece

with multiple cylinder bores is milled by a large disc milling
cutter. The number of inserts engaged with the workpiece Ne

varies as the cutter feeding. The face milling process is intermittent
due to the discontinuity of the machined surface, and there is a step
decrease of Ne as the cutter reaching the cylinder bores, and vice
versa. Since {F(t)} is a function of Ne, according to Eq. (16), the
variation of Ne cannot be neglected in favor of the modeling accu-
racy. Based on the previous work proposed by the authors [58], the
variation pattern of Ne is complex yet computable for general cases,
which can be formulated by

Ne =
NCa(t)
2πR

⌈ ⌉
(17)

where Ca(t) is the total length of the cutting arcs at an arbitrary
moment t within the range of [0, tc], and the mathematical operator
⌈⌉ means rounding up the filled value.
By properly calculating the time-dependent total cutting arc

length with consideration of workpiece geometry, the dynamics
model of the face milling process can be corrected by Eq. (17).
As a result, the critical value of the axial cutting depth and its cor-
responding spindle speed can be obtained by

ap lim =
2π(Λ2

R + Λ2
I )

NeKtΛR

Ωlim =
60

Ne((2kL + 1)π − 2 arctan (ΛI/ΛR))

⎧⎪⎪⎨⎪⎪⎩ (18)

where kL= 0, 1, 2…, indicating the successive stability lobes, while
ΛR and ΛI denote the real part and imaginary part of the eigenvalue
for the characteristic equation of regenerative chatter [58],
respectively.
The detailed derivation for ΛR and ΛI can be found in Appendix

B. Based on Eq. (18), the stability lobe diagram (SLD) [59] of face
milling process considering workpiece geometry can be generated
by iterative calculation through programming, ensuring chatter-free
cutting.

2.2.4 Evaluation Indexes Determination. Since each insert
mounted on the cutter head repeatedly participates in material
removal at the same time interval, the effects of the tool conditions
on surface texture as well as the corresponding evaluation indexes
are periodic. By comprehensively considering spindle tilt, insert
geometry, insert runouts, and general height wear of wiper
inserts, the average peak-valley difference hd can be determined
based on the physical model of face milling and formulated by

hd =

∑N
i=1

[t′uc i sin γi/ sinα + hi cos (ϕ + ϕ0 + βi)/cos α]

N
(19)

Fig. 16 Effective cutting area for insert i considering typical tool wear

Fig. 17 Variation of cutting insert engagement: (a) Ne=2, (b) Ne
switches from 2 to 3, (c) Ne switches from 3 to 2, and (d ) Ne
switches from 2 to 1

Fig. 18 Flowchart of NSGA-II utilized for optimization solution
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Note that the actual thickness of undeformed chip t′uc i is a func-
tion of ɛri according to Eq. (11), thus the effect of insert runouts on
hd is not only contributed by the rotational insert runout but also by
the radial one. According to Eq. (19), since the intersection angle
between general cutting edge and wiper edge (denoted by α) is
fixed once the geometry of inserts is determined, for each insert,
the peak-valley difference hd is positively correlated with γi, hi,
and t′uc i. Meanwhile, hd is negatively correlated with the sum of
ϕ, ϕ0, and βi.
The wavelength spacing sλ is mainly affected by the spindle tilt

and rotational insert runout, leading to a slight deviation from the
feed per insert. And it can be obtained by

sλ =
60f

∑N
i=1 cos (ϕ0 + βi)
ΩN2

(20)

Equation (20) intuitively exhibits the dependency of sλ on differ-
ent processing parameters. Considering the spindle tilt condition
and the rotational runout of each insert as constant during face
milling process, sλ can be easily predicted and controlled by adjust-
ing feed rate f, spindle speed Ω, and the total number of inserts N
before machining.
According to Eq. (12), the height fluctuation hf is primarily

induced by the variation of actual axial cutting depth. Taking the
effect of insert runout into account, yields

hf =
R[1 + cos (ϕ0 + βi)]

2N

∑N
i=1

1 −

����������������������������
1 −

a2e
R2[1 + cos (ϕ0 + βi)]

2

√{ }
× tan γi (21)

where the radial cutting depth ae could be a variable, which depends
on the cutting path, the cutter geometry, and the discontinuity of the
machined surface.
The dependency of hf on different processing parameters shows

remarkable nonlinearity, which means it is hard to control it by
monotonically increasing or decreasing a certain processing param-
eter, except for γi, which significantly positively correlated with the
spindle tilt ϕ0. In order to obtain an optimal machined surface, a
good balance between different evaluation indexes is quite crucial.

2.3 Physics-Informed Optimization Modeling. In this
research, the processing parameters to be optimized (including N,
Φ0, ap, f, and Ω) are deemed as variable and controllable in a suita-
ble range, which is limited by the actual engineering conditions
such as the load capacity of machine tools. Meanwhile, the other
contributing factors (such as spindle stiffness and workpiece mate-
rial properties, etc.) are deemed as fixed or dependent on the pro-
cessing parameters.

2.3.1 Objective Function. The ultimate goal of this research is
to improve the quality of surface texture, which could be reflected
by the proposed evaluation indexes as well as the ISO evaluation
parameters. Since there is a lack of explicit expression for the rela-
tionship between ISO evaluation parameters and the processing
parameters, the objective function consisting of hd, sλ, and hf is
more favorable to the physics-informed optimization model,
taking the advantages of explicit expressions with processing
parameters established by physical modeling (i.e., Eqs.
(19)–(21)). In case of the weight assignment is sufficiently reason-
able (primarily relying on expert experience or specific technologi-
cal requirements), the multi-objective optimization problem can be
transformed into the single-objective optimization, and the objec-
tive function could be defined by

minW = w1hd + w2
sλ

λf − sλ
+ w3hf (22)

where w1, w2, and w3 are the corresponding weights and
w1 + w2 + w3 = 1.

In most cases, however, it is hard to properly assign the weights
for each objective, and sometimes the physical meanings of each
objective are completely different even after the nondimensional
processing [60,61]. Moreover, both hd and hf significantly affect
the quality of surface texture referring to the ISO parameters and
thus become important, whereas sλ mainly contributes to the selec-
tion of cutoff wavelength λf for waviness filtering rather than the
quality of surface texture and thus becomes relatively less impor-
tant. There is no need to deliberately pursue the minimum value
of sλ/(λf− sλ). That is, even if the weights for each objective
could be determined, w2 will be much less than w1 and w3. There-
fore, in this research, the objective function is recommended to be
expressed as bi-objective form and given by

minW = [hd, hf ] (23)

Note that sλ/(λf− sλ) is regarded as a supplementary objective,
and it is deemed as acceptable for general cases when its value is
less than 0.5.

2.3.2 Constraints. Due to the convenience for automatically
controlling or manually changing, the variables of this
physics-informed optimization model basically consist of
common processing parameters, including spindle speed Ω, feed
rate f, axial cutting depth ap, spindle inclination ϕ0, and the total
number of inserts N. Hence, the optimization model is subjected
to the following constraints.
Constraint 1: It is necessary for spindle speed selection to con-

sider the material properties of the workpiece and the load capacity
of the machine tool. Denoting the lower bound and upper bound of
the spindle speed by Ωst and Ωfi, respectively, yields

Ωst < Ω <Ωfi (24)

Constraint 2: In order to ensure the cutting stability of the face
milling process, ap should be less than the critical axial cutting
depth ap lim(Ω), which can be formulated by

0 < ap < ap lim(Ω) (25)

Constraint 3: If the feed rate is set to an excessively small value,
the machining efficiency, usually indicated by material removal
rate, will be unacceptable for long term and mass manufacturing.
Besides, the machine feeding accuracy also limits the lower
bound fst for feed rate selection. Similar to Constraint 1, the
maximum feed rate ffi is bounded by the load capacity of the
machine. Hence, the constraint for f is given by

fst < f < ffi (26)

Constraint 4: To improve the symmetry of the cutting forces, the
total number of inserts N is commonly set to an even number in
practical engineering, which has significantly reduced the feasible
domain of this problem. Denoting the maximum number of
inserts that can be mounted on the disc milling cutter by N∗, yields

N ∈ {2, 4, . . . , N∗} (27)

2.3.3 Optimization Solution. As one of the most popular multi-
objective search-based algorithms, NSGA-II has the advantages of
good convergence of solution set and fast computing speed, becom-
ing the benchmark of other multi-objective optimization algorithms
[42]. Therefore, NSGA-II is used to solve the proposed bi-objective
optimization model. The flowchart of NSGA-II utilized for optimi-
zation solution is illustrated by Fig. 18. Therein, Gen and MaxGen
denote the number of the current generation and the maximum
number of generations, respectively.
Main solution procedures based on NSGA-II include fast nondo-

minated sorting, crowding distance calculation, and elitist preserv-
ing, which have been clearly defined by published works [40]. The
other key points for the implementation of NSGA-II are given as
follows.
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Variable discretization: Since all the considered processing
parameters except N are continuous variables, a suitable step size
for each continuous variable is necessary for variable discretization.
Taking engineering applicability and computing efficiency into
consideration, the step sizes for Φ0, ap, f, and Ω are set to
0.02 deg, 0.01 mm, 10 mm/min, and 50 rpm, respectively.
Stopping criteria: The maximum number of generations is set to

1000 as the stopping criteria for the solution process in this research.
In other words, once the cyclic instruction has been executed 1000
times, the NSGA-II is deemed to converge to the Pareto optimal
solution set.
Pareto compromise: Since having too many Pareto optimal solu-

tions (presented by the Pareto front) is not effective for guiding
practical engineering, the population of each generation is set to
100, limiting the total number of Pareto optimal solutions. The
finally selected solutions would be better to reach a compromise
to avoid any objective getting too close to the extreme, i.e., solu-
tions located on the middle part of Pareto front are preferred
except for special circumstances.

3 Case Study
3.1 Experimental Setup

3.1.1 Tool Conditions Measurement. Inserts of type
SEEX1204ZZTN-M14 MK1500 are utilized in this case study. In
order to obtain the tool wear condition, which could affect the
surface finish quality, the wiper edges of a group of randomly
selected inserts are measured by optical microscope before the
face milling experiments (see Fig. 19(a)). Limited by the measure-
ment resolution, the accurate height wear of the wiper edge is hard
to be obtained only based on the measurement results offered by the
optical microscope. Therefore, the morphology of the utilized
inserts is further analyzed by the field emission scanning electron
microscopy (FE-SEM, Carl Zeiss Ultra 55, Germany) at 5 kV
(see Fig. 19(b)). Meanwhile, after the inserts are mounted on the
disc cutter head, the insert runouts are manually measured by a
micron outside micrometer.

3.1.2 Face Milling Experiments. In this case, the four-cylinder
engine blocks of type B-12 (see Fig. 20) are used to validate the

effectiveness of the proposed approach. As an important joint
surface for assembling, the top surface of engine block is finished
by face milling process with one pass of a disc milling cutter.
The texture quality of the top surface is vital for sealing perfor-
mance and reliability of the engine. Since the engine block is
made of gray cast iron HT250, the surface hardening induced by
the cutting temperatures could be effectively avoided during chip
removal [62,63]. Otherwise, the appearance of surface hardening
would further increase the complexity for explaining the imperfec-
tions of surface texture, which is mainly focused on by this research.
Considering the characteristics of the workpiece geometry and

the machining system dynamics, the SLD for the face milling
process is obtained as shown in Fig. 21. The searching range for
axial cutting depth is from 0.02 mm to 0.5 mm, for feed rate from
30 mm/min to 800 mm/min, for spindle speed from 200 rpm to
2500 rpm, and for spindle inclination from 0.02 deg to 0.3 deg.
By solving the proposed optimization model with NSGA-II, the
Pareto optimal solution set is illustrated by Fig. 22.
According to the Pareto optimal solution set given by NSGA-II

as well as the SLD of the face milling system, four sets of face
milling experiments with different processing parameters are imple-
mented on engine blocks. The detailed processing parameters for
each case are given by Table 2. Therein, case (1) utilizes the original
processing parameter design for practical manufacturing, which is
basically depending on engineering experience. Both case (2) and
case (3) are selected from the Pareto optimal solution set. Mean-
while, case (4) utilizes the recommended processing parameter
design obtained by literature [13], which is selected as the bench-
mark for advantage validation of the proposed approach,

Fig. 19 Experimental setup for tool wear measurement: (a) the
optical microscope and (b) the FE-SEM system

Fig. 20 Four-cylinder engine blocks utilized in face milling
experiments

Fig. 21 SLD of the face milling system
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considering the relevance and reproducibility of methodology. Face
milling experiments are conducted on engine blocks within the
DMG-HSC-75 CNC machining center (see Fig. 23(a)), using a
disc milling cutter with a diameter of 160 mm and a maximum
capacity of 10 cubic boron nitride (CBN) inserts (see Fig. 23(b)).

3.1.3 Surface Finish Measurement With High Definition
Metrology. To obtain the surface texture of the face milled sur-
faces, the 3D point cloud data of the surface finish is measured
by the HDM instrument of type ShaPix3D® 3000 series. The mea-
surement setup is demonstrated in Fig. 24.

3.2 Experimental Results and Analysis. The measurement
results of tool wear by the optical microscope are shown in
Fig. 25. According to the observed wear condition, inserts can be

divided into two groups, i.e., the brand-new ones and the worn
ones. Therein, the brand-new inserts can be set as the benchmark
for height wear calculation, while typical worn inserts can be
selected to be utilized in the following face milling experiments.
Since the face milling experiments are conducted under laboratory
conditions in a relatively short term, the newly generated wear of
inserts is quite slight and thus negligible.
It can be seen from these micrographs that the coating for brand-

new inserts is intact (see Fig. 25(b)), whereas the coating of worn
inserts is seriously damaged (see Fig. 25(c)), which has clearly
reflected the flank wear situation of the wiper edges.
Furthermore, in order to quantitatively investigate the tool wear

condition, especially for the general height wear hi, the FE-SEM
system is utilized and the results are shown in Fig. 26. The local
chipping on the wiper edges can be easily observed, while hi can
be calculated by comparison between the measured height and
the nominal height of the wiper edge.
The measurement results of hi are given by Table 3. There are

two possible reasons for the irregular variation of hi among different
inserts. First, all of these eight inserts are randomly selected from
the typical worn inserts, which are preliminarily identified by the
optical microscope. Hence, the serial of hi given by Table 3 keeps
in neither ascending nor descending order. Second, since the speci-
fic service time of each insert could be different, the wear condition
(reflected by hi) of each insert might also be various.
After face milling experiments, the partial view of the top surface

of one engine block is shown in Fig. 27. Visible tool marks on the
machined surfaces indicate that the proposed evaluation indexes
and the corresponding optimization approach are suitable for this
experimental case.
As exhibited in Fig. 28, the HDM measured point cloud data is

transformed into two-dimensional image form for better overall
observation. Since the diameter of the disc milling cutter
(160 mm) is slightly less than the maximum width of the machined
top surface (171 mm), the evaluation of surface texture will be
severely disturbed when facing local regions near both ends of the
cutting path. Therefore, surface texture of the relatively middle
region with an average width of 109 mm is selected for the study,
defined by the cutting distance as 75 mm<Lc < 275 mm. The
selected region is entirely machined by the disc milling cutter, and
it contains the geometric features of two complete cylinder bores
in the middle of the cutting pass, which is sufficient for representa-
tion for the workpiece geometry characteristics.
An intuitive cognition given by Fig. 28 is that the quality of

machined surfaces has been significantly improved by either the
proposed model or the benchmark model. Note that the height var-
iation amplitude of the machined surface in case (4) (see Fig. 28(d ))
is significantly small than that of case (1) (see Fig. 28(a)), even
though a typical central concave phenomenon is observed in case
(4), indicating a better hd yet worse hf after optimization by the

Table 2 Processing parameter design for face milling
experiments

Case no. f (mm/min) ap (mm) Ω (rpm) N Φ0 (deg)

(1) 360 0.05 950 6 0.14
(2) 400 0.1 1350 8 0.1
(3) 630 0.12 1200 8 0.2
(4) 520 0.08 1100 8 0.25

Fig. 22 Pareto optimal solution set given by NSGA-II

Fig. 23 Experimental setup for face milling: (a) fixturing in the CNC machining center and
(b) the disc milling cutter utilized in experiments
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benchmark model. The possible reason for the worsen hf is analyzed
as follows. According to Eq. (12), the variation amplitude of the
actual axial cutting depth is positively correlated with γi in a
certain range. If other parameters including α, βi, ϕ, and L0 keep
fixed, the larger ϕ0 will lead to a larger Δap(L0), and consequently
the height fluctuation of a single tool mark generated by insert i will
be greater, resulting in worse hf.
For further comparison between the effectiveness of the proposed

model and the benchmark model, the characteristics of tool marks
containing waviness information are needed to be mined from
HDM data. Through HDM data preprocessing as introduced by
Sec. 2.1, the measured evaluation indexes can be obtained for
each case. Meanwhile, since all the processing parameters are
known, the evaluation indexes can also be theoretically calculated
based on the physical model proposed by Sec. 2.2. The comparison
results are given by Table 4. Besides, the ISO areal surface texture
parameters are also calculated to evaluate the surface texture quality
from another perspective, which is given by Table 5.
According to these two tables, several valuable insights are

obtained. First, the prediction errors of all the evaluation indexes
are almost within 15%, which is deemed acceptable for practical
engineering. Note that the prediction errors of case (4) do not
refer to the prediction accuracy of the benchmark model, but refer
to the proposed model instead. Because the utilized predictors are
originally proposed by this research and the prediction values are
obtained based on the proposed physical model. The possible
reasons for the prediction errors consist of two aspects. On one
hand, the HDM measurement conditions and senor noises might
contribute to the prediction errors in a certain degree, which
could be significantly controlled within an acceptable range
through reasonable maintenance and standard utilization of the
HDM equipment. On the other hand, even though the proposed

model has tried to descript the actual physical situation as real as
possible by comprehensively considering the effects of multiple
inner factors, the gap between the theoretical model and the real
physical process still exists, which could be further narrowed in
future works.

Fig. 24 Experimental setup for surface finishmeasurement with
the HDM system

Fig. 25 Tool wear measured by the optical microscope: (a) over-
view of the insert corner, (b) micrograph of a brand-new wiper
edge, and (c) micrograph of a worn wiper edge

Fig. 26 Tool wear measured by the FE-SEM system

031001-14 / Vol. 144, MARCH 2022 Transactions of the ASME



Second, with comprehensive comparison both in the proposed
evaluation indexes and the ISO parameters, the measurement
results indicate that the proposed model shows better performance
in surface texture quality improvement than the benchmark
model. This advantage is mainly contributed by the comprehensive
consideration of the effects of spindle tilt, runout, tool wear, and
chatter stability. In the benchmark model, however, only the
effect of spindle tilt on surface texture structuring is concerned.
Since the wavelength spacing sλ of each case meets the condition
that sλ/(λf− sλ) is less than 0.5, all cases are deemed acceptable in
the aspect of sλ. Therefore, the effectiveness of the proposed
approach is further validated.
Third, since the processing parameter designs of case (2) and

case (3) are chosen for the Pareto front given by NSGA-II,
these two designs have their own advantages. For instance, by
using a larger spindle inclination, the average peak-valley differ-
ence hd is successfully reduced in case (3). However, the height
fluctuation hf of case (2) is evidently less than that of case (3).
The experimental results indicate that hf tents to become worse
after utilizing larger spindle inclination ϕ0, which could signifi-
cantly aggravate the variation of the actual axial cutting depth
during each revolution of a single insert. However, by

appropriately enlarging ϕ0, the average peak-valley difference hd
might get a better result according to Eq. (19). This insight is con-
sistent with the proposed guideline of Pareto compromise. A good
balance is necessary for practical engineering when utilizing the
proposed approach.

Table 3 Measurement results of general height wear of the
wiper edges

Insert no. 1 2 3 4 5 6 7 8

hi (μm) 2.3 4.2 0.2 0.8 3.3 7.5 5.3 3.6

Fig. 27 Partial view of the top surface of engine block after face
milling

Fig. 28 HDM data transformed two-dimensional image: (a) data for case (1), (b) data for case (2), (c) data for case (3),
and (d ) data for case (4)
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4 Conclusion
A novel HDM-enabled approach for surface texture quality

improvement is proposed in this research. The physical model for
the face milling process of workpieces with discontinuous surfaces
is constructed, comprehensively considering the effects of spindle
tilt, tool conditions, and chatter stability. Three evaluation indexes
are defined based on the HDM data in particular for surface
texture with tool marks, which can be quantitatively predicted by
the proposed physical model. Taking these evaluation indexes as
the objectives, this research provides a physics-informed optimiza-
tion model to optimize the processing parameters for improving the
face milled surface quality. To validate the effectiveness of the pro-
posed approach, a series of face milling experiments are conducted
on a typical type of four-cylinder engine blocks. Tool conditions
including insert runouts and tool wear are measured, respectively.
The machined surfaces are measured by the HDM instruments to
obtain high resolution data of surface texture. The theoretical calcu-
lation results of evaluation indexes based on the proposed physical
model are in good agreement with the measurement results, indicat-
ing that the proposed approach can accurately predict the surface
texture quality. Moreover, according to the evaluation indexes as
well as the ISO standard parameters, calculated based on the mea-
sured HDM data, the quality of surface texture is significantly
improved by utilizing the optimized processing parameters.
For future work, more inner factors that affect surface texture

quality such as residual stress and heat-induced surface hardening
should be taken into consideration, aimed at improving accuracy
and generality of the physical model.
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Nomenclature
f = feed rate (mm/min)
N = total number of inserts
R = ideal cutter radius (mm)
ae = radial cutting depth (mm)
ap = axial cutting depth (mm)

ap lim
= critical axial cutting depth (mm)

fz = feed per insert (mm)
hd = average peak-valley difference (mm)
hf = height fluctuation (mm)
hi = general height wear of wiper edge on insert i (mm)
kL = serial number of stability lobes
sλ = wavelength spacing (mm)
tc = cutting duration (s)
tuc = thickness of undeformed chip (mm)
Kt = tangential cutting coefficient
Lc = cutting distance (mm)
Ne = number of inserts engaged with workpiece
RI = corrected cutter radius (mm)
N∗ = maximum number of inserts
α = intersection angle between general cutting edge and wiper

edge (deg)
βi = rotational runout of insert i (deg)
ɛai = axial runout of insert i (mm)
ɛri = radial runout of insert i (mm)
ϕ = lead angle of insert (deg)
ϕa = actual lead angle of insert (deg)
ϕ0 = spindle inclination (deg)
κ = angle difference between two adjacent inserts (deg)
λf = cutoff wavelength for filtering (mm)
ΛI = imaginary part of the eigenvalue
ΛR = real part of the eigenvalue
ωc = chatter frequency (Hz)
Ω = spindle speed (rpm)

Appendix A
The general height wear of the wiper edge hi can be generated by

the following steps.

Table 4 Proposed evaluation indexes for different cases

Index

hd sλ hf

Measured (μm) Predicted (μm) Error (%) Measured (μm) Predicted (μm) Error (%) Measured (μm) Predicted (μm) Error (%)

Case (1) 29.4 27.6 6.12 130.0 128.3 1.31 9.3 7.9 15.05
Case (2) 21.4 20.3 5.08 100.5 102.1 1.59 8.1 7.2 8.1
Case (3) 20.1 18.8 5.88 81.3 78.6 3.32 10.4 9.5 8.65
Case (4) 26.2 24.8 5.32 84.2 82.5 2.21 11.4 10.3 9.6

Table 5 ISO areal surface texture parameters for different cases

Case
Sq

(μm)
Sp

(μm)
Sv

(μm)
Sz

(μm)
Sa

(μm) Ssk Sku Sal Str

(1) 2.34 8.63 13.65 23.69 1.25 0.52 3.62 2.33 0.94
(2) 1.22 4.22 8.27 4.36 0.65 −0.13 1.33 1.59 0.41
(3) 0.98 5.36 7.37 10.81 0.49 0.36 1.03 1.64 0.33
(4) 1.58 6.32 10.04 12.56 0.78 0.44 1.68 1.87 0.63

Step 1: Check if the wiper edge of insert i is worn. If so, proceed to Step
2; if not, hi= 0 and the program is ended.

Step 2: Initialization by setting Bi= 1 and hi= 0.
Step 3: By continuously enlarging hi till hi=Hi, update hi with the

current value and set Bi=Bi+ 1 once a new intersect is generated
by the wear edge curve and the function line z= hi.

Step 4: The program is ended when hi=Hi.
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Appendix B
Denoting the identity matrix by [I ], the characteristic equation of

regenerative chatter is given by

det {[I] −
2πΛ
Ne

[G(iωc)]} = 0 (B1)

Therein, Λ is the eigenvalue and formulated by

Λ =
N

4π
apKt(1 − e−iωcτ) (B2)

where τ is the insert passing period given by τ= 60/ΩN, while e is
the base of natural logarithm and approximately equals to 2.718 in
this research.
Evidently Λ is a complex number and thus can be rewritten as the

sum of real part and imaginary part, namely, Λ=ΛR+ iΛI. By uti-
lizing the Euler’s formula [64], ΛR and ΛI can be calculated by

ΛR =
N

4π
apKt(1 − cos (ωcτ))

ΛI =
N

4π
apKt sin (ωcτ)

⎧⎪⎨⎪⎩ (B3)

And Eq. (B3) can be further derived as

ΛI

ΛR
=

sin (ωcτ)
1 − cos (ωcτ)

(B4)
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